
Federated News Recommendation with Fine-grained
Interpolation and Dynamic Clustering

Sanshi Lei Yu
Anhui Province Key Laboratory of
Big Data Analysis and Application,

University of Science and Technology
of China & State Key Laboratory of

Cognitive Intelligence
Hefei, China

meet.leiyu@gmail.com

Qi Liu∗
Anhui Province Key Laboratory of
Big Data Analysis and Application,

University of Science and Technology
of China & State Key Laboratory of

Cognitive Intelligence
Hefei, China

qiliuql@ustc.edu.cn

Fei Wang
Anhui Province Key Laboratory of
Big Data Analysis and Application,

University of Science and Technology
of China & State Key Laboratory of

Cognitive Intelligence
Hefei, China

wf314159@mail.ustc.edu.cn

Yang Yu
Anhui Province Key Laboratory of
Big Data Analysis and Application,

University of Science and Technology
of China & State Key Laboratory of

Cognitive Intelligence
Hefei, China

yflyl613@mail.ustc.edu.cn

Enhong Chen
Anhui Province Key Laboratory of
Big Data Analysis and Application,

University of Science and Technology
of China & State Key Laboratory of

Cognitive Intelligence
Hefei, China

cheneh@ustc.edu.cn

ABSTRACT
Researchers have successfully adapted the privacy-preserving Fed-
erated Learning (FL) to news recommendation tasks to better pro-
tect users’ privacy, although typically at the cost of performance
degradation due to the data heterogeneity issue. To address this
issue, Personalized Federated Learning (PFL) has emerged, among
which model interpolation is a promising approach that interpo-
lates the local personalized models with the global model. However,
the existing model interpolation method may not work well for
news recommendation tasks for some reasons. First, it neglects
the fine-grained personalization needs at both the temporal and
spatial levels in news recommendation tasks. Second, due to the
cold-user problem in real-world news recommendation tasks, the
local personalizedmodels may perform poorly, thus limiting the per-
formance gain from model interpolation. To this end, we propose
FINDING (Federated News Recommendation with Fine-grained
Interpolation and Dynamic Clustering), a novel personalized fed-
erated learning framework based on model interpolation. Specifi-
cally, we first propose the fine-grained model interpolation strategy
which interpolates the local personalized models with the global
model in a time-aware and layer-aware way. Then, to address the
cold-user problem in news recommendation tasks, we adopt the
group-level personalization approach where users are dynamically
∗Corresponding Author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CIKM ’23, October 21–25, 2023, Birmingham, United Kingdom
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0124-5/23/10. . . $15.00
https://doi.org/10.1145/3583780.3614881

clustered into groups and the group-level personalized models are
used for interpolation. Extensive experiments on two real-world
datasets show that our method can effectively handle the above
limitations of the current model interpolation method and alleviate
the heterogeneity issue faced by traditional FL.
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1 INTRODUCTION
News recommendation is crucial for online news platforms to help
users find the news that interests them. Traditional news recom-
mendation methods require centralized storage of user behavior,
which is highly privacy-sensitive [32]. Federated Learning (FL) [27]
is a distributed training framework that allows multiple clients to
jointly train a deep learning model without ever sending raw data
to the central server. To protect user privacy in the training and
development of a news recommendation model, researchers have
successfully adapted the privacy-preserving federated learning to
news recommendation tasks [24, 29, 30, 43].
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Figure 1: Data distributions of the MIND dataset. (a): category
distribution of users’ history news. Each color denotes a news
category. (b): length distribution of users’ training samples.

However, these federated news recommendation methods im-
plicitly assume that a single global model can be a good fit for all
users. This may not be true since the participants usually have
different personal preferences or behavioral patterns, namely the
non-IID data problem [20]. Fig. 1a shows the category distributions
of the clicked news of 20 randomly-selected users in the real-world
MIND dataset (to be introduced later), from which we can see the
different preferences of the users. Therefore, in federated news
recommendation settings, the averaged model may be far from
the true global optimum [33] because of the phenomenon of client
drift [17]. As a result, these methods typically suffer from perfor-
mance degradation.

Personalized Federated Learning (PFL) aims to train personal-
ized models tailored to each client and has shown great potential
in dealing with this data heterogeneity problem. The general idea
of PFL is to find a good balance between the global model, which
usually generalizes well to the common data, and the local models,
which capture the individual preferences of users and may achieve
better performance on the individual data. In this literature, model
interpolation [26] is an intuitive and widely-used strategy for fed-
erated personalization, where the interpolation between the local
and global models is used for local inference. In this way, both the
generalization of the global model and the personalization of the
local models can be well preserved. This interpolation approach is
commonly regarded as a promising FL personalization strategy by
the FL community [2, 8, 28].

However, this model interpolation strategy has some limitations
when applied to news recommendation tasks. First, it neglects the
fine-grained personalization needs of the local models. In fact, for
a federated news recommendation model based on model interpo-
lation, the personalization needs, i.e., the interpolation weights of
the local models, vary at both the temporal and spatial levels:
• At the temporal level: the news recommendation model
may have tons of parameters, and training a federated news
recommendation model would mean a long-term process.
Then the importance of the global and local models would
change over time, as would the personalization needs. To be
specific, when the training is just starting, the global model is
more useful since it contains the information from the whole
data, thus better capturing the underlying data pattern and
generalizing well; however, when the training is converging,

the local models should be given more weights as they can
better reflect the distributions of the local data and model
the users’ individual preferences.
• At the spatial level: as shown in Fig. 2, a news recommen-
dation model generally has a hierarchical structure, where
different layers in the model have different roles and thus
different personalization needs. Specifically, the lower layers
in the model are generally used to capture the more prim-
itive features from the input data. For example, the word
embedding layer maps the word tokens into the embedding
space; the self-attention layer in a news encoder captures
the complex relationships between words. These layers are
expected to behave similarly for different users. On the con-
trary, the upper layers do more to capture individual user
preferences. For example, the layers in user encoders gen-
erally learn the user representations, which should involve
more personalization.

Second, this model interpolation method suffers from the cold-
user problem [34] in real-world news recommendation scenarios.
For real-world news platforms, a large fraction of users are called
cold users with little or no interaction data. Fig. 1b illustrates the
length distributions of users’ training samples in the real-world
MIND dataset, where we can observe that most users have less
than five training samples. With insufficient training data, the pa-
rameters in the local models can only be updated a few times by
gradient descent and most parameters will be nearly the same as
the randomly initialized value. Therefore, the local personalized
model itself may perform poorly, thus limiting the performance
gain from model interpolation.

To address the above limitations of the current model interpola-
tion method, we propose FINDING (Federated News Recommenda-
tion with Fine-grained Interpolation and Dynamic Clustering), a
novel personalized federated learning framework based on model
interpolation for news recommendation. It consists of two compo-
nents, i.e., the fine-grained model interpolation and the group-level
personalization with dynamic clustering.

The first part of FINDING, i.e., the fine-grained model interpola-
tion strategy, is designed to satisfy the personalization needs at both
the temporal and spatial levels. It includes both time-aware and
layer-aware interpolation. The time-aware interpolation mecha-
nism works by assigning personalization weights based on training
progress. The layer-aware interpolation, on the other hand, takes
into account the position of the model parameters and applies the
varying personalization weights layer-wisely.

The group-level personalization with dynamic clustering, the
second part of FINDING, targets the cold-user problem in news
recommendation tasks. Specifically, the data of a cold user may be
insufficient to train an ideal local personalized model, but the data
of a group of users with similar preferences may be. Inspired by
Clustered Federated Learning (CFL) [31], we propose the group-
level personalization approach where the users are clustered into
groups and those within a group collaboratively train a shared
group-level personalized model, which will be interpolated with the
global model. To obtain more accurate clusterings, we periodically
run the user clustering algorithm based on user representations.

The main contributions of our work are as follows:
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• We propose the fine-grained model interpolation method for
federated news recommendation, which is both time-aware
and layer-aware. It takes into account both the progress of
the federated training and the position of model parameters,
providing better model personalization in federated learning
settings.
• We propose the group-level personalization strategy by dy-
namically clustering users into groups and interpolating the
global model with the group-level personalized models. It
can effectively alleviate the cold-user problem in news rec-
ommendation tasks.
• We conduct thorough experiments as well as the visualiza-
tion experiment on real-world datasets to verify the effec-
tiveness of our approach.

2 RELATEDWORK
2.1 Federated News Recommendation
News recommendation is an important technique to alleviate the
information overload problem and has beenwidely studied in recent
years [5, 16, 19, 22, 35, 38, 44]. The existing works mainly focus
on learning the accurate representations of users and news. For
example, An et al. [3] propose to learn both the long-term and short-
term user representations with the GRU network. Wu et al. [38]
employ the Multi-head Self-attention module to model the complex
relationships between news words and user behavior. Wu et al. [37]
use the Attention module to learn the news representations from
multiple views.

These traditional news recommendation methods typically rely
on centrally stored user behavior data for model training, which
can lead to serious privacy concerns. To protect user privacy, Qi
et al. [29] propose FedNewsRec, which adapts federated learning to
news recommendation tasks. Besides, they propose to apply local
differential privacy to protect the private information in gradients.
In Efficient-FedRec [43], the authors decompose the news recom-
mendation model into a large news model maintained in the server
and a light-weight user model shared by the server and clients. In
this way, the computational and communication costs of the clients
can be greatly reduced. Uni-FedRec [30] and PrivateRec [24] are
unified privacy-preserving federated news recommendation frame-
works that focus on the practical training and serving of a federated
news recommendation model. However, these existing federated
news recommendation methods ignore the data heterogeneity issue
in federated settings, and thus usually have weaker performance
than the centralized models with the same model structure.

2.2 Personalized Federated Learning
Personalized federated learning aims to train personalized models
for clients to handle the data heterogeneity under the federated
learning settings [4, 13, 23, 26, 31, 36]. For example, Hanzely and
Richtárik [13] introduce a new optimization formulation for train-
ing federated learning models that simultaneously optimizes the
loss of local models and the difference between the local models.
CFL [31] recursively bi-partitions the users by the local model up-
dates in a top-down way. Wang et al. [36] propose to tune some or
all parameters of the trained global model by retraining the model
on local data. In FedPer [4], the base layers of a deep model are

Historical Clicked News Candidate News 

News Encoder

...

User Encoder

Candidate Embedding 

Click Predictor

Preference Score 

User Embedding 

Figure 2: General news recommendation model structure

trained centrally while the top layers (i.e., personalization layers)
are trained locally. Mansour et al. [26] propose three approaches
for personalization, namely user clustering, data interpolation, and
model interpolation. Among the three methods, the first two re-
quire some meta-features of the clients which may raise privacy
concerns. The last one is a promising approach for personalization,
but it is not well suited for news recommendation tasks since it
ignores the fine-grained personalization needs and the cold-user
problem in news recommendation, which are what our framework
tries to handle.

3 PRELIMINARIES
3.1 General News Recommendation Model
In this section, we describe the general structure of news recommen-
dation models, which is widely used in the news recommendation
literature. As shown in Fig. 2, the news recommendation model gen-
erally consists of three core modules: news encoder, user encoder,
and click predictor.

3.1.1 News Encoder. The news encoder is used to learn the news
representations from news content. In the regular news recom-
mendation task, both the historical clicked news and the current
candidate news are fed into the news encoder to obtain their vector
representations. The news encoder is usually the most important
part of a news recommendation model. It can be implemented
by various model structures, e.g., CNN and Attention [37], Self-
attention [38], BERT [39].

3.1.2 User Encoder. The user encoder is used to learn the user
representations from users’ historical clicked news. Denoting the
representations of a user’s clicked news as {𝒗0, 𝒗1, . . . , 𝒗𝐿−1}, these
𝐿 vectors are input to the user encoder to get the user representation
𝑢, which is used in the later preference prediction part. For exam-
ple, NRMS [38] uses both Additive Attention and Self-attention
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to learn user representations. LSTUR [3] proposes to capture user
preferences with the GRU network.

3.1.3 Click Predictor. After obtaining the user representation 𝒖 and
the candidate news representation 𝒗𝑐 , the task of the click predictor
is to predict the preference score based on the two representations.
The most popular method is to use the dot product between the
two vectors, which is simple but effective. Some more complex
structures, e.g., Multilayer Perceptron (MLP) [14], are also used to
capture the complex relationship between them.

3.2 Personalized FL with Model Interpolation
In this section, we will introduce the model interpolation [26]
method in personalized federated learning literature since our
framework is based on it.

As its name suggests, the basic idea of model interpolation is
to use the interpolation of the global and local models to exploit
both the generalization of the former and the personalization of
the latter. Formally, the federated training process at round 𝑡 can
be formulated as follows:

𝒘′𝑡𝑙𝑖 = _𝒘
𝑡−1
𝑙𝑖
+ (1 − _)𝒘𝑡−1𝑔 (1a)

𝒘𝑡
𝑙𝑖
= 𝒘′𝑡𝑙𝑖 − [ ∇ℓ (𝒘

′𝑡
𝑙𝑖
, 𝑑𝑖 ) (1b)

𝒘𝑡𝑔 = 𝒘𝑡−1𝑔 − [
∑︁
𝑖∈𝑆𝑡

|𝑑𝑖 |∑
𝑘∈𝑆𝑡
|𝑑𝑘 | ∇ℓ (𝒘

′𝑡
𝑙𝑖
, 𝑑𝑖 ) (1c)

where𝒘′𝑡
𝑙𝑖
represents the temporary interpolated model parameters

of client 𝑖 at round 𝑡 .𝒘𝑡
𝑙𝑖
denotes the local model parameters of client

𝑖 after round 𝑡 and𝒘𝑡𝑔 is the global model parameters after round 𝑡 .
ℓ (𝒘, 𝑑𝑖 ) is the loss of model𝒘 on the local data of client 𝑖 , i.e., 𝑑𝑖 . [ is
the learning rate and 𝑆𝑡 denotes the set of selected clients at round
𝑡 . _ ∈ [0, 1] is the interpolation coefficient, which controls how
much the model is personalized: a higher value of _ means a more
personalized model. If _ = 1, each client independently trains a local
model with only the local data, i.e., extremely personalized models.
_ = 0 corresponds to the original federated learning method, i.e.,
no personalization is involved.

Obviously, the interpolation coefficient _ is an important param-
eter and should be set appropriately. In the original work [26], the
authors set _ per client by minimizing the empirical risk of the
interpolated model, which is formulated as:

_𝑡𝑖 = argmin
_

ℓ (𝒘′𝑡𝑙𝑖 , 𝑑𝑖 )

= argmin
_

ℓ (_𝒘𝑡−1
𝑙𝑖
+ (1 − _)𝒘𝑡−1𝑔 , 𝑑𝑖 )

(2)

However, this is not practical for real-world news recommenda-
tion tasks, as trying different _s would lead to high computational
cost, considering that the news recommendation model may have
tons of parameters. In practice, we usually need to treat it as a
hyper-parameter to be tuned. In this work, we propose the fine-
grained interpolation approach which selects the value of _ in a
better way.

4 METHODOLOGY
In this section, we present the FINDING framework. First, we in-
troduce the details of our fine-grained model interpolation method.

Next, we describe the group-level personalization strategy in our
framework. The workflow of FINDING is described in Fig. 4 and
Alg. 1. In Appendix A, we extend our framework with Homomor-
phic Encryption (HE) to make it more privacy-preserving.

Since FINDING is a general personalized federated learning
framework for news recommendation that focuses on the federated
training process instead of the specific model structure, we do not
impose any restrictions on the choice of the concrete news recom-
mendation model structure. Any centralized news recommendation
model following the pattern specified in Section 3.1 can be easily
adapted to our federated training framework.

4.1 Fine-grained Model Interpolation
To satisfy the personalization needs at both the temporal and spatial
levels, we propose the fine-grained model interpolation strategy,
which includes two types of interpolation: time-aware and layer-
aware interpolation.

4.1.1 Time-aware Interpolation. The federated training of a news
recommendation model is a long-term process in which the impor-
tance of the global and local models changes over time. Thus the
personalization needs of the local models vary at the temporal level.
To this end, we design the time-aware interpolation mechanism.
Specifically, at the beginning of the training, we give more weight
to the global model for its good generalization. Then, as the training
progresses, we gradually increase the interpolation weights of the
local models. In this way, the interpolated model first learns the
commonality as a good starting point. Then it gradually focuses on
the individuality of the local data, being more personalized for the
users. Formally, the personalization coefficient _ varies with the
number of training rounds: the longer the training processes, the
higher _ should be. This can be formulated as:

_ ∝ 𝑔(𝑡) : [0,∞) → [0, 1] (3)

where 𝑡 is the global training rounds and 𝑔(𝑡) is an increasing map-
ping function. Technically 𝑔(𝑡) can be any function that satisfies
these properties. Here we formulate it empirically in the form of
the exponential function:

𝑔(𝑡) = 1 − 𝛼−𝑡 (𝛼 > 1) (4)

where 𝛼 is a hyper-parameter. It controls how fast the _ increases
with the training rounds 𝑡 . A larger 𝛼 means that _ will increase
faster. Fig. 3a shows the graph with different values of 𝛼 .

4.1.2 Layer-aware Interpolation. Since a news recommendation
model typically has a hierarchical structure as shown in Fig. 2, the
different layers in the model may have different roles and different
personalization needs. To handle the different personalization needs
at the spatial level, we design the layer-aware interpolation strategy.
Specifically, for the lower layers, e.g., the layers in the news encoder
of a news recommendation model, we tend to share the model
parameters among the clients since the lower layers usually capture
the data pattern from the raw input which reflects fewer personal
preferences. In contrast, for the upper layers, e.g., the layers in the
user encoder, we give more interpolation weights as they learn the
user representationswhich involvesmore personalization. Formally,
the personalization coefficient _ depends on the layer depth: the
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Figure 3: The illustration of the fine-grained model interpolation. It consists of two types of interpolation: time-aware and
layer-aware interpolations. In these figures, 𝑔(𝑡) = 1 − 𝛼−𝑡 , ℎ(𝑖) = ( 𝑖+1

𝑁
)𝛽 = ( 𝑖+15 )

𝛽 . In (c), 𝛼 = 1.0003, 𝛽 = 0.5.

shallower a layer is, the higher _ should be. This is formulated as:

_ ∝ ℎ(𝑖) : [0, 𝑁 − 1] → [0, 1] (5)

where 𝑁 is the number of layers in the model. 𝑖 is the layer index
(0-indexed and starting from the bottom layer). ℎ(𝑖) is another
increasing mapping function. Similarly, we design it in the form of
the power function as an example:

ℎ(𝑖) = ( 𝑖 + 1
𝑁
)𝛽 (𝛽 > 0) (6)

where 𝛽 is a hyper-parameter. It controls to what extent the _ for
the upper layer is greater than that for the lower layer. A larger
𝛽 would mean a larger difference in _ between the layers. Fig. 3b
shows the graph with different values of 𝛽 when 𝑁 = 5.

4.1.3 Fine-grained Model Interpolation. Integrating the two types
of interpolation, we propose the fine-grained model interpolation
strategy. Specifically, we formulate _ as a function of the number
of training rounds 𝑡 and the layer index 𝑖:

_(𝑡, 𝑖) = 𝑔(𝑡)ℎ(𝑖)

= (1 − 𝛼−𝑡 ) ( 𝑖 + 1
𝑁
)𝛽

(7)

Fig. 3c shows an example graph of _ at different training rounds
for different layer indexes. It gives us a glimpse of how our method
can satisfy the fine-grained personalization needs of model param-
eters: first, as the training progresses, all the model parameters are
assigned increasing interpolation weights to satisfy the temporal
level personalization needs; second, comparing the curves of the
parameters at different layers, the upper layers have higher inter-
polation weights than the lower layers, thus satisfying the spatial
level personalization needs.

4.2 Group-level Personalization with Dynamic
User Clustering

To overcome the cold-user issue and improve the quality of the
personalized models for interpolation, motivated by Clustered Fed-
erated Learning (CFL) [31], we propose the group-level personal-
ization strategy. Specifically, instead of maintaining a user-level
personalized model for each user, we cluster the users into groups
based on their personal preferences and train the group-level per-
sonalizedmodels shared by users in the same group. The later model
interpolation process is the same, only now it is the group-level
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Figure 4: The framework of FINDING. The users are dynam-
ically clustered into groups and the group-level personal-
ized models are interpolated with the global model in a fine-
grained way, i.e., both time-aware and layer-aware. The color
of each layer in local model parameters indicates the degree
of personalization. Step 1–5 demonstrate the process of a
federated training round.

local models that are interpolated with the global model, instead of
the user-level local models.

The current works in CFL literature mainly cluster the users by
model parameters [42, 46] or gradients [31]. However, the size of
a news recommendation model can be large and clustering over
the parameters or gradients would impose an unacceptable compu-
tational cost. Unlike these methods, we cluster the users by user
representations, which are much more efficient for clustering since
they are just 1D vectors of length no more than a few hundred.
Besides, they are directly learned from the interacted news repre-
sentations and could naturally reflect user preferences.

Specifically, when the federated training process just starts, each
client will download the global model from the server and run it
on its own data to get the user vector representations. They will
upload the vectors to the server for server-side clustering. Here we
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Algorithm 1 The FINDING algorithm.𝒘𝑡
𝑙𝑖
denotes the local model

parameters of group 𝑖 after round 𝑡 and 𝒘𝑡𝑔 represents the global
model parameters. 𝐾 is the number of groups. ℓ (𝒘, 𝑑𝑖 ) is the loss
of model𝒘 on local data of user 𝑖 , i.e., 𝑑𝑖 . The users are clustered
every 𝑇 rounds. 𝐶 is the number of users selected in each round.

Training
1: initialize𝒘0

𝑔

2: 𝒘0
𝑙0
,𝒘0
𝑙1
, . . . ,𝒘0

𝑙𝐾−1
← 𝒘0

𝑔

3: 𝒖0, 𝒖1, · · · ← InferUserVector(𝒘0
𝑔 , {𝑑0, 𝑑1, . . . })

4: 𝑚 ← Cluster(𝒖0, 𝒖1, . . . ) ⊲𝑚 maps users to groups
5: for each round 𝑡 = 1, 2, . . . do
6: for each group 𝑖 = 0, 1, . . . , 𝐾 − 1 do
7: 𝒘′𝑡

𝑙𝑖
← _𝒘𝑡−1

𝑙𝑖
+ (1 − _)𝒘𝑡−1𝑔 ⊲ _ from Eq. (7)

8: end for
9: 𝑆𝑡 ← (randomly select 𝐶 users)
10: 𝒘𝑡𝑔 ← 𝒘𝑡−1𝑔 − [ ∑

𝑖∈𝑆𝑡

|𝑑𝑖 |∑
𝑘∈𝑆𝑡
|𝑑𝑘 | ∇ℓ (𝒘

′𝑡
𝑙𝑚 (𝑖 )

, 𝑑𝑖 )

11: for each group 𝑖 = 0, 1, . . . , 𝐾 − 1 do
12: 𝑆𝑡,𝑖 ← { 𝑗 ∈ 𝑆𝑡 |𝑚( 𝑗) = 𝑖}
13: 𝒘𝑡

𝑙𝑖
← 𝒘′𝑡

𝑙𝑖
− [ ∑

𝑗∈𝑆𝑡,𝑖

|𝑑 𝑗 |∑
𝑘∈𝑆𝑡,𝑖

|𝑑𝑘 | ∇ℓ (𝒘
′𝑡
𝑙𝑖
, 𝑑 𝑗 )

14: end for
15: if 𝑡 %𝑇 = 0 then ⊲ re-cluster periodically
16: 𝒖0, 𝒖1, · · · ← InferUserVector(𝒘𝑡𝑔, {𝑑0, 𝑑1, . . . })
17: 𝑚 ← Cluster(𝒖0, 𝒖1, . . . )
18: 𝒘𝑡

𝑙0
,𝒘𝑡
𝑙1
, . . . ,𝒘𝑡

𝑙𝐾−1
← (right-hand side of Eq. (8))

19: end if
20: end for

Evaluation
1: for each user 𝑖 = 0, 1, . . . in evaluation set do
2: if 𝑖 exists in training set then ⊲ has personalized model
3: Evaluate(𝒘𝑙𝑚 (𝑖 ) , 𝑑𝑖 )
4: else ⊲ has no personalized model, assign one
5: 𝒖𝑖 ← InferUserVector(𝒘𝑔, {𝑑𝑖 })
6: 𝑔𝑖 ← FindClosestGroup(𝑚, 𝒖𝑖 )
7: Evaluate(𝒘𝑙𝑔𝑖 , 𝑑𝑖 )
8: end if
9: end for

adopt the K-means [25] algorithm for clustering, leaving the more
advanced clustering algorithms for future research, since K-means
has shown satisfactory performance in our experiments. The group
number 𝐾 is a hyper-parameter that should be tuned according
to the demographic characteristics of users in specific scenarios.
Besides the global model, the server also maintains 𝐾 local models
for the groups, which are first initialized by copying the global
model. In each round, the server interpolates the 𝐾 local models as
specified by Eq. (1a) and Eq. (7) (Alg. 1 Line 6–8). Then it randomly
selects some online users from each group such that the number of
selected users in a group is proportional to the group size. These
selected users will download the interpolated models of the group
they belong to and perform the normal back-propagation process.
When their gradients are uploaded to the server, all the gradients are

used (i.e., weighted average) to update the global model as specified
by Eq. (1c) (Alg. 1 Line 10), while only the gradients from users of
a group are used to update the local model of the corresponding
group (Alg. 1 Line 11–14).

However, the initial clustering result may not be accurate since
it is from user vectors computed by a randomly initialized global
model. As training progresses, the user vector representations be-
come more accurate in modeling users’ personal preferences, and
thus more suitable for clustering. For this reason, we run the clus-
tering algorithm every𝑇 rounds to allow users to move between the
groups, i.e., a dynamic user clusteringmechanism (Alg. 1 Line 15–19).
Note that while computing the user representations it is the global
model that is used, instead of the local models of each group. Using
the local personalized models may limit the potential clustering
changes, since a specialized personalized model will also produce
specialized user vectors.

Another point worth mentioning is that after each re-clustering,
the correspondence between local models and users will change,
so we need to update the local model parameters properly. The
approach we take is to reinitialize the local models of the new
groups as a linear combination of the old local models. Formally,
we first define the transition matrix as a square matrix M ∈ N𝐾×𝐾
whose 𝑖-th row and 𝑗-th column element𝑚𝑖 𝑗 is the number of users
who have moved from group 𝑖 to group 𝑗 on a re-clustering. Then
the 𝐾 local models are updated as follows:

𝒘𝑙0
𝒘𝑙1
.
.
.

𝒘𝑙𝐾−1


⊺

←


𝒘𝑙0
𝒘𝑙1
.
.
.

𝒘𝑙𝐾−1


⊺

M diag

(
𝐾−1∑︁
𝑖=1

𝑚𝑖 𝑗

)−1
(8)

where 𝒘𝑙𝑖 represents the local model parameters of group 𝑖 (0 ≤
𝑖 ≤ 𝐾 − 1).

To illustrate what the formula does, here is a simple example:
after the re-clustering, if the 80%, 10% and 10% of the users in the
new group 0 are from the original group 0, group 1 and group 2,
respectively, then the local model of group 0 is reinitialized as:

𝒘𝑙0 ← 0.8𝒘𝑙0 + 0.1𝒘𝑙1 + 0.1𝒘𝑙2 (9)

After the model training, we use the local personalized models of
each group, instead of the global model, for evaluation. For the user
without the personalized model (i.e., a user that exists only in the
evaluation set), we compute its user vector using the global model,
assign it to a group that is closest to the user vector representation,
and use the corresponding local model for inference.

5 EXPERIMENTS
5.1 Experimental Settings
5.1.1 Datasets. We conduct thorough experiments on two public
datasets, namely Adressa1 and MIND2. Adressa [12] is a public
dataset released by a newspaper company in Norway, which in-
cludes news articles in Norwegian in connection with anonymized
users. Following the previous works [15, 29], we construct historical
clicks from the data of the first 5 days. The training set is built from
the clicks of the 6th day. We randomly sample 20% of the clicks from
1https://reclab.idi.ntnu.no/dataset/
2https://msnews.github.io/. It has two versions and we use the smaller one for speed.

https://reclab.idi.ntnu.no/dataset/
https://msnews.github.io/
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Table 1: Results of different methods on two datasets (in percent). The numbers in the parentheses are the 𝑝 values of the t-test,
where the alternative hypothesis is that FINDING performs better than the corresponding baseline.

Adressa MIND

AUC MRR nDCG@5 nDCG@10 AUC MRR nDCG@5 nDCG@10

NRMS

Centralized 72.67 29.39 35.66 41.16 66.11 31.59 34.76 41.00
Vanilla FL 71.13 (0.01) 26.10 (0.00) 32.03 (0.00) 37.49 (0.00) 65.04 (0.00) 30.78 (0.00) 33.58 (0.00) 40.04 (0.01)
FedProx 71.25 (0.02) 27.30 (0.01) 32.55 (0.00) 38.33 (0.02) 65.14 (0.01) 30.49 (0.00) 33.42 (0.00) 39.75 (0.01)
FedPer 71.39 (0.02) 27.64 (0.01) 34.02 (0.01) 39.17 (0.02) 65.43 (0.00) 31.03 (0.02) 34.06 (0.02) 40.41 (0.03)

SCAFFOLD 71.50 (0.04) 27.66 (0.03) 34.59 (0.02) 39.28 (0.05) 65.48 (0.04) 30.81 (0.01) 33.95 (0.04) 40.26 (0.05)
pFedMe 71.73 (0.05) 27.83 (0.04) 34.32 (0.01) 40.17 (0.02) 65.27 (0.01) 30.73 (0.00) 33.56 (0.01) 40.19 (0.04)
CFL 71.60 (0.02) 27.79 (0.02) 34.62 (0.03) 40.04 (0.02) 65.32 (0.01) 30.92 (0.04) 33.80 (0.01) 40.39 (0.05)

FINDING 72.51 28.89 35.81 41.28 66.14 31.30 34.62 41.03

NAML

Centralized 80.44 33.79 42.16 47.93 67.17 31.88 35.30 41.60
Vanilla FL 78.71 (0.00) 32.84 (0.02) 41.04 (0.02) 46.75 (0.00) 66.01 (0.00) 30.96 (0.00) 34.38 (0.01) 40.70 (0.00)
FedProx 78.69 (0.02) 33.26 (0.03) 41.74 (0.04) 47.01 (0.00) 66.15 (0.00) 31.16 (0.01) 34.41 (0.01) 40.66 (0.01)
FedPer 79.01 (0.02) 33.11 (0.02) 41.88 (0.05) 47.43 (0.04) 66.78 (0.03) 31.56 (0.05) 34.92 (0.04) 41.02 (0.02)

SCAFFOLD 79.44 (0.05) 33.22 (0.04) 41.34 (0.02) 47.15 (0.01) 66.42 (0.03) 31.37 (0.02) 34.69 (0.03) 40.94 (0.03)
pFedMe 79.17 (0.04) 32.98 (0.03) 41.73 (0.03) 47.68 (0.03) 66.16 (0.01) 31.41 (0.05) 34.28 (0.00) 40.57 (0.00)
CFL 79.44 (0.04) 33.12 (0.04) 41.60 (0.04) 47.58 (0.03) 66.23 (0.00) 31.25 (0.01) 34.50 (0.01) 40.94 (0.01)

FINDING 80.35 33.59 42.13 48.06 67.26 31.85 35.19 41.64

the last day’s data for validation and the rest for testing. MIND [40]
is a news recommendation dataset collected from anonymized be-
havioral logs of Microsoft News3 website. It contains approximately
160k English news articles and more than 15 million impression
logs generated by 1 million users.

5.1.2 Compared Methods. Since our FINDING framework is a
novel personalized federated training framework, we compare it
with the traditional centralized training method and the existing
personalized federated training methods. Specifically, we choose
the following baseline methods:

• Centralized denotes the plain centralized training method.
• Vanilla FL [27] is the vanilla adaptation of federated learn-
ing to news recommendation tasks.
• FedProx [21] addresses the heterogeneity issue with a prox-
imal term that adjusts local model updates.
• FedPer [4] trains the base layers of a deep model centrally,
while the top layers (i.e., the personalization layers) are
trained locally. In our experiments, we consider the layers
in news encoders as base layers and those in user encoders
as top layers.
• SCAFFOLD [17] proposes to tackle the client drift problem
in federated learning with control variates.
• pFedMe [9] makes use of the Moreau envelope function
which helps decompose the personalized model optimization
from global model learning.
• CFL [31] iteratively splits the users into groups based on the
similarity of the gradient updates.

Then for each method, we select the following base news recom-
mendation models for instantiation:

3https://microsoftnews.msn.com/

• NRMS [38] uses bothMulti-head Self-attention and Additive
Attention to learn users and news representations.
• NAML [37] is a multi-view model to learn unified news
representations from news titles, bodies and categories.

For a fair comparison, we always compare the methods with
the same news recommendation model. The code is available at
https://github.com/yusanshi/FINDING.

5.1.3 Hyper-parameters Settings. After searching the value of 𝛼
and 𝛽 in Eq. (7), the interpolation function we use is _(𝑡, 𝑖) =

𝑔(𝑡)ℎ(𝑖) = (1 − 1.0003−𝑡 ) ( 𝑖+1
𝑁
)0.5. We randomly select 50 users in

each round. The number of groups for clustering, i.e., 𝐾 , is searched
in {2, 4, 8, . . . , 64} and was finally set to 8 as a trade-off between
the performance and computational cost. We run the clustering
algorithm every 500 rounds. The Adam [18] optimizer is used and
the learning rate is set to 0.0001. The dimension of the user vectors
and news vectors is 300.

5.2 Performance Comparison
Following the previous works [38, 40, 45], we choose these eval-
uation metrics: AUC, MRR, nDCG@5, and nDCG@10. We repeat
each experiment 5 times and report the average results. The results
are shown in Table 1, where we can observe that FINDING sig-
nificantly outperforms the vanilla federated learning method and
achieves a comparable performance to the traditional centralized
training methods. We attribute this to the model personalization
in our work, which can effectively handle the data heterogeneity
issue and achieve the performance gain. Moreover, we find that
FINDING outperforms other PFL methods and the improvement
is significant (𝑝 < 0.05). This is probably because FINDING can
provide more fine-grained and complete personalization than them.
For example, compared to FedPer, FINDING has the group-level

https://microsoftnews.msn.com/
https://github.com/yusanshi/FINDING
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Figure 5: Ablation study of the fine-grained interpolation.
time and layer denote the time-aware interpolation and layer-
aware interpolation, respectively.

personalization which can alleviate the cold-user problem and help
to train better local personalized models; compared to CFL, FIND-
ING has the fine-grained model interpolation mechanism which
ensures that the local personalized models are not over-specialized.
In short, FINDING keeps all the privacy benefits of the federated
learning architecture with almost no performance degradation.

5.3 Further Analysis
5.3.1 Ablation Study of Fine-grained Model Interpolation. The fine-
grained model interpolation in our framework involves two types
of interpolation. Specifically, the interpolation coefficient _ is for-
mulated as _(𝑡, 𝑖) = 𝑔(𝑡)ℎ(𝑖) = (1 − 𝛼−𝑡 ) ( 𝑖+1

𝑁
)𝛽 , where 𝑔(𝑡) is the

time-aware interpolation and ℎ(𝑖) is the layer-aware interpolation.
To analyze the effectiveness of the two types of interpolation, we
conduct an ablation study by removing them separately and si-
multaneously. For a fair comparison, when one is removed, the
hyper-parameter for the other is retuned; when both are removed,
_ becomes a fixed value and is searched in [0, 1]. Moreover, we
add the experiments where _ is 0 and 1 (in fact, if _ = 0 FINDING
will degenerate to Vanilla FL). NRMS is selected as the base news
recommendation model to instantiate the FINDING method.

The results are shown in Fig. 5, from which we have some ob-
servations. First, the results of the first four experiments suggest
that both time-aware and layer-aware interpolation are playing
a positive role. Second, when the interpolation coefficient _ is a
fixed value (the last three experiments), we find that an elaborately
searched _ (the fourth experiment) does achieve better performance.
This indicates the effectiveness of the model interpolation strategy.
However, the fixed _ in the plain model interpolation method ne-
glects the fine-grained interpolation needs, which are exactly what
FINDING is trying to fulfill.

5.3.2 Visualization of Dynamic User Clustering. To further investi-
gate how the dynamic user clustering works, we randomly select
400 users and visualize their group changes on each re-clustering
in Fig. 6. From the figure, we can observe lots of group changes in
the first few clusterings. However, as time goes on, there are fewer
and fewer users moving among groups. This demonstrates that
the clustering results are becoming more and more stable. In other
words, the user vectors are becoming more and more accurate in
modeling user preferences, since the data source for clustering is

G0 G1 G2 G3 G4 G5 G6 G7
R0

G0 G1 G2 G3 G4 G5 G6 G7
R500

G0 G1 G2 G3 G4 G5 G6 G7
R1000

G0 G1 G2 G3 G4 G5 G6 G7
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G0 G1 G2 G3 G4 G5 G6 G7
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R3500
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R4000
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R4500
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R5000

Figure 6: The visualization of the user clustering changes. G𝑖
denotes the 𝑖-th group and R 𝑗 means round 𝑗 . Each line rep-
resents a user’s group change history. The lines are colored
by the groups the users are finally in. From top to bottom,
the bands of the lines show the flow of users between groups.

the user vectors inferred from the global model. Then, if we cluster
only once in the beginning, the clustering result will remain inaccu-
rate because of the inaccurate user vectors; if we cluster only once
after some time (e.g., on model convergence), the clustering result
would be accurate but we could not benefit from the model person-
alization before clustering. In conclusion, periodical clustering is
necessary for accurate user clustering, which will help to learn a
good personalized model.

5.3.3 Connection with Other Methods. Thanks to the great flexibil-
ity introduced by the parameter _ (the interpolation coefficient) and
𝐾 (the number of groups for clustering), some existing methods can
be seen as degenerate cases of FINDING if the parameters satisfy
certain conditions:
• _ = 0 or 𝐾 = 1: means Vanilla FL, since no personalization
is involved and all users share the same model parameters.
• _ = 1: corresponds to Clustered Federated Learning (CFL)
method, although there is a difference in the clustering mech-
anism, i.e., iterative clustering in CFL and dynamic clustering
in FINDING.
• _ = ℎ(𝑖) = 1{𝑥 |𝑥≥𝑋 } (𝑖), 𝐾 = #users: degenerates to Fed-
Per [4], where the base layers of a deep model are trained
centrally while the top layers are trained locally.
• _ = 𝑔(𝑡) = 1{𝑥 |𝑥≥𝑋 } (𝑡), 𝐾 = #users: is the fine-tuning
approach by Wang et al. [36], where the central model is
fine-tuned on the local data.

In summary, FINDING can be seen as a generalization of some
existing methods. It provides more granular control over the model
personalization, which can explain its superiority over the degen-
erate methods.
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6 CONCLUSION
In this paper, we investigated the problem of how to address the data
heterogeneity issue, namely the non-IID data problem, in federated
news recommendation tasks. As a solution, we proposed FINDING,
a novel personalized federated learning framework based on model
interpolation for news recommendation. We first proposed the fine-
grained model interpolation strategy, which is both time-aware and
layer-aware. It can satisfy the fine-grained personalization needs of
model parameters. Then, to tackle the cold-user problem and learn
a better personalized model, we adopted the group-level personal-
ization approach by dynamically clustering users into groups and
using the group-level personalized models for interpolation. Our
FINDING framework can be seen as a generalization of some exist-
ing PFL methods but with enhanced personalization. We conducted
extensive experiments on real-world datasets which show that our
method can effectively handle the limitations of the existing PFL
methods and alleviate the data heterogeneity issue in federated
news recommendation settings.
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A PRIVACY PRESERVINGWITH
HOMOMORPHIC ENCRYPTION

In this section, we present FINDING-HE, an extension of FINDING
with Homomorphic Encryption (HE) for better privacy preserving.

A.1 Introducing Homomorphic Encryption
Although federated learning can effectively protect user privacy
as the raw data are not uploaded to the server, the updated gradi-
ents can still leak privacy [11]. Also, in our framework, the user
vector representations are uploaded for clustering, which may lead
to privacy concerns. Thanks to the development of cryptography,
our framework can be further equipped with the Homomorphic
Encryption (HE) [10] technique for better privacy protection. It is a
form of encryption that supports performing computations on en-
crypted data without first decrypting it. Specifically, an encryption
scheme is said to be homomorphic if the following equation holds:

𝐷 (𝐸 (𝑚1) ⊕ 𝐸 (𝑚2)) =𝑚1 ⊗𝑚2, ∀𝑚1,𝑚2 ∈ 𝑀 (10)

where 𝐸 is the encryption algorithm and 𝐷 is the corresponding
decryption algorithm.𝑀 is the set of all possible messages. ⊕ and
⊗ are the operators [1]. If for any ⊗, there exists a combination
of 𝐷 , 𝐸 and ⊕ such that the above equation holds, the scheme is
also known as Fully Homomorphic Encryption (FHE). With it, the
following is possible:

𝐷 (𝑓 (𝐸 (𝒗1), 𝐸 (𝒗2), . . . , 𝐸 (𝒗𝑛))) = 𝑔(𝒗1, 𝒗2, . . . , 𝒗𝑛) (11)

where 𝒗1, 𝒗2, . . . , 𝒗𝑛 are the client-side data.𝑔 is the arbitrary compu-
tation we want and 𝑓 is the corresponding computation performed
on the encrypted data on the server side. Thus, the users can first
encrypt the data before uploading. Then the server performs the
corresponding computation on the encrypted data such that the
users can download the results, decrypt them and get what they

Algorithm 2 The FINDING-HE algorithm. 𝑝𝑘 and 𝑠𝑘 denote the
public and secret keys, respectively. 𝐸 and 𝐷 are the encryption
and decryption algorithms, respectively. The other symbols are the
same as in Alg 1. Please refer to FedMF [6] for details not described
here (e.g., key generation) since the adoption of Homomorphic
Encryption in FINDING-HE is similar to that in FedMF.

1: initialize𝒘0
𝑔

2: initialize 𝑝𝑘 and 𝑠𝑘
3: 𝒘0

𝑔 ← 𝐸 (𝒘0
𝑔 , 𝑝𝑘 )

4: 𝒘0
𝑙0
,𝒘0
𝑙1
, . . . ,𝒘0

𝑙𝐾−1
← 𝒘0

𝑔

5: 𝒖0, 𝒖1, · · · ← InferUserVector(𝐷 (𝒘0
𝑔 , 𝑠𝑘 ), {𝑑0, 𝑑1, . . . })

6: 𝑚 ← Cluster-HE(𝒖0, 𝒖1, . . . ) ⊲𝑚 maps users to groups
7: for each round 𝑡 = 1, 2, . . . do
8: for each group 𝑖 = 0, 1, . . . , 𝐾 − 1 do
9: 𝒘′𝑡

𝑙𝑖
← _𝒘𝑡−1

𝑙𝑖
+ (1 − _)𝒘𝑡−1𝑔 ⊲ _ from Eq. (7)

10: end for
11: 𝑆𝑡 ← (randomly select 𝐶 users)
12: 𝒘𝑡𝑔 ← 𝒘𝑡−1𝑔 − [ ∑

𝑖∈𝑆𝑡

|𝑑𝑖 |∑
𝑘∈𝑆𝑡
|𝑑𝑘 | 𝐸 (∇ℓ (𝐷 (𝒘

′𝑡
𝑙𝑚 (𝑖 )

, 𝑠𝑘 ), 𝑑𝑖 ), 𝑝𝑘 )

13: for each group 𝑖 = 0, 1, . . . , 𝐾 − 1 do
14: 𝑆𝑡,𝑖 ← { 𝑗 ∈ 𝑆𝑡 |𝑚( 𝑗) = 𝑖}
15: 𝒘𝑡

𝑙𝑖
← 𝒘′𝑡

𝑙𝑖
− [ ∑

𝑗∈𝑆𝑡,𝑖

|𝑑 𝑗 |∑
𝑘∈𝑆𝑡,𝑖

|𝑑𝑘 | 𝐸 (∇ℓ (𝐷 (𝒘
′𝑡
𝑙𝑖
, 𝑠𝑘 ), 𝑑 𝑗 ), 𝑝𝑘 )

16: end for
17: if 𝑡 %𝑇 = 0 then ⊲ re-cluster periodically
18: 𝒖0, 𝒖1, · · · ← InferUserVector(𝐷 (𝒘𝑡𝑔, 𝑠𝑘 ), {𝑑0, 𝑑1, . . . })
19: 𝑚 ← Cluster-HE(𝒖0, 𝒖1, . . . )
20: 𝒘𝑡

𝑙0
,𝒘𝑡
𝑙1
, . . . ,𝒘𝑡

𝑙𝐾−1
← (right-hand side of Eq. (8))

21: end if
22: end for

want. For averaging the gradients, 𝒗1, 𝒗2, . . . , 𝒗𝑛 would be the gra-
dients and 𝑔 is the weighted averaging operation. For clustering
the users, 𝒗1, 𝒗2, . . . , 𝒗𝑛 are the user vectors and 𝑔 is the clustering
algorithm that returns the group identity of each user.

A.2 Implementation of FINDING-HE
The adoption of Homomorphic Encryption in FINDING-HE is simi-
lar to that in FedMF [6]. We utilize a Python package, python-paillier
library4 for the linear operations (e.g., averaging the gradients). The
K-means clustering algorithm with homomorphic encryption is im-
plemented following the work of Wu et al. [41]. Since the focus
of our work is not privacy protection, we leave the workflow of
FINDING-HE in Alg. 2.

Due to the cryptographic property of HE, the integration of
HE will keep the computational results unchanged (or at a certain
precision) [7]. It increases the computational cost, but also enhances
privacy protection. In our experiments, FINDING-HE produces
an almost indistinguishable result from FINDING in terms of the
evaluation metrics, and consumes about 10 times more training
time. In practice, we may need to make trade-offs between privacy
protection and computational efficiency based on specific needs.

4https://github.com/data61/python-paillier
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